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Problems, Where?

Movies
Books
Language Translation

Everywhere

Like?



Best Company?

Let's Find Out

That means No Error, Right?



Google Proves to biased
against Women!

Are in the Same League

Google
Amazon
Facebook 



Facebook and Amazon

Renowned Companies didn't
have the most  efficient

Algorithm!



Only with Jobs?

Google Translation fails!

Occupations are
decided by genders



Bias in Life: Books



Bias in Life: Movies



Bollywood Movie Dialogues

Rohit is an aspiring singer who works as a salesman in a car showroom, run
by Malik. One day he meets Sonia Saxena, daughter of Mr. Saxena (Anupam
Kher), when he goes to deliver a car to her home as her birthday present.



Detected Bias?

How to...
Analyse the Stereotypes
Dataset Present for de-bias
Develop De-bias Model



Analyse the Stereotype: Words!

Highlighted words are more
probable to the respective gender!



Analyse the Stereotype: Actions!

Females are only considered to
perform polite actions!



Analyse the Stereotype: Occupations!

Females are only considered to
perform polite actions!



Dataset!

4000+ movies spanning the 1970-2017 time period. 
 
Wikipedia plots with 5058 Female cast members. 
 
9380 Male cast members. 13 movie scripts. 880 movie trailers
released for movies between 2008-2017. 
 
Data set can be found at -
https://github.com/BollywoodData/Bollywood-Data



Biasing Witnessed In Bollywood Movies!



Biasing Witnessed In Bollywood Movies!

The growth is less than 5 percent!



De-CogTeller: Bias Removal System !



De-CogTeller: Algorithm!

Data Pre-processing
Generating word vectors
Extractions of analogical pairs
Classifying word pairs
Action Extraction from Biased Movie Data 
Bias detection using Actions
Bias Removal



Gender Prediction using Word Embeddings



De-biasing System Testing



De-biasing System Result
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Q and A

Twitter: Sakshi_ai
LinkedIn: sakshi-ai
Gmail: sakshishukla1996
Youtube: readtoreap
Mail: sakshi@wimlds.org
Facebook: readtoreap
Medium: readtoreap
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